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As stated earlier, a major difference between the DFP and BFGS methods 1s that in
the BFGS method, the Hessian matrix 1s updated iteratively rather than the inverse of
the Hessian matrix. The BFGS method can be described by the following steps.

1. Start with an initial point X; and a n x n positive definite symmetric matrix [ By ]
as an 1mitial estimate of the inverse of the Hessian matrix of f. In the absence
of additional information, [B;] 1s taken as the i1dentity matrix [/]. Compute the
gradient vector V f; = V f(X;) and set the iteration number as i = 1.

2. Compute the gradient of the function, V f;, at poimnt X;, and set
Si = —[Bi]lV /i
3. Find the optimal step length AT in the direction §; and set

Xii1 =Xi +17S;
() ————————————————————————————————————————————————————————
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4. Test the point X, ; for optimality. If ||V fi11|| < &, where ¢ 1s a small quantity,
take X* ~ X, and stop the process. Otherwise, go to step 5.

5. Update the Hessian matrix as

g,-T[Bi]gi) d;d’ B d;g! [B:] B [Bi]g:id!
dig. /dlg d/g; d/g;

[Bit1] = [Bi] + (1 T+

where

di — Xi+1 — X,‘ — A.:kS,
g =Vfin—Vfi=VfiXiu) - VfX)

6. Set the new iteration number as i =i + 1 and go to step 2.

—
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Mimnimize f(xi,x2) =x1 —x2 + Z.x'iz + 2x1Xx2 + ‘22 from the starting
point X; = {g} using the BFGS method with

[B] = [(1) (1)] e =0.01.

Solution

Iteration 1 (i = 1)
Here

1 4+4x; 4+ 2x
Vf1=Vf<X1)={ Pl ‘2}

—1 + 2,\'1 + 2,\72

-]
(0,0) —1

——— Sl=—[Bl]Vf1=—[(l) ﬂl_i}=l_”
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To find the minimizing step length A} along §;, we minimize

fXi+M8)=7f (lg} + A {_}}) = f(=A1, A1) = A7 — 2

with respect to Ay. Since df/di; = 0 at AT = 1, we obtain

XQ=X1+)&T81=<8}+11—}} = {—}}

Since VH, =V Xy = {:}} and ||V f2|| = 1.4142 > ¢, we proceed to update the
matrix [B;] by computing

R E RN
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0] ]-2 —2
]3] o3

1
—1 —1 TIBlg, = {2 0}[
Y e e I L ;
rpq | 20][10] [ 20]
1 0][2 =21 [
dig = (-1 1}{ O}=2 -
. " u g — 10 1411—112012—2
d1g¥:‘—1}{_2 gi—] =% Ball=1o 1| T\ T 2)2]-1 1]72]=20]72]0 o
| -2 0 i
| - ) _10‘+[%—‘1 [10} [1—1]_{%—%}
| i e G — |01 3 3| |—=10] |0 O | _1 5
gd = g»{_1 1} = (2) 3 4 L7272 ~7 2
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Iteration 2 (i = 2)

The next search direction 1s determined as

|
et et

$=—[B]Vfr=— [

J2-4

To find the minimizing step length A3 along S,, we minimize

(3] o 881 B
() LU I e =

FXo 4+ 28 =f <{—i} + As {(’))H) = f(—=1,142A,) :4)\% —2i — 1

with respect to A,. Since df/di, = 0 at A3 = % we obtain

x —1 110 —1
x4
)

This point can be identified to be optimum since
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