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Outlines

• Optimality Criteria

• Direct Search Methods
• Nelder and Mead (Simplex Search)

• Hook and Jeeves (Pattern Search)

• Powell’s Method (The Conjugated Direction Search)

• Gradient Based Methods
• Steepest Descent (Cauchy’s) Method

• Newton’s Method

• Modified Newton’s Method

• Marquardt’s Method

• Conjugate Gradient Method

• Quasi-Newton Method

• Trust Regions

• Gradient-Based Algorithm

• Numerical Gradient Approximations
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Newton’s Method

Consider the quadratic approximation of the function f(x), at X = Xi using the 

Taylor’s series expansion,

where [Ji ] = [J ]|Xi is the matrix of second partial derivatives (Hessian matrix) 

of f evaluated at the point Xi.
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Newton’s Method
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Newton’s Method - Example



3/9/2021 Dr. Yogesh Kumar, Mechanical Engineering, NIT Patna 48

Newton’s Method - Example


