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Outlines ()

Optimality Criteria

. Direct Search Methods

* Nelder and Mead (Simplex Search)
« Hook and Jeeves (Pattern Search)
* Powell’s Method (The Conjugated Direction Search)

*  Gradient Based Methods
» Steepest Descent (Cauchy’s) Method
* Newton’s Method
 Modified Newton’s Method
* Marquardt’s Method
« Conjugate Gradient Method
*  Quasi-Newton Method
*  Trust Regions
* Gradient-Based Algorithm
*  Numerical Gradient Approximations
—



Newton’s Method

Consider the quadratic approximation of the function f(x), at X = X; using the
Taylor’s series expansion,

FX) =X+ Vi X-X)+:X-X)HX - X))

where [J; ] = [J ]| 1s the matrix of second partial derivatives (Hessian matrix)
of f evaluated at the point X.

X =X; —[4]170 VS
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Newton’s Method

Let the quadratic function be given by
FX) =X"AX+BIX +C
The minimum of f(X) is given by
Vf=[AIX+B=0
or
X*=—[A]"'B
Xi+1 =X; — [A]"'([A]X; + B) (E1)
where X; 1s the starting point for the /th iteration. Thus Eq. (E;) gives the exact solution

Xiy1=X"=—[A]"'B
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Newton’s Method - Example L

hhhhhh
Minimize f(xi,x2) =x1 — x2 + Z.xf + 2x1x2 + .x22 by taking the start-

ing point as X; = {g}.

To find X5, we require [J;]~}, where

- 92 f 32 F
; 3):% dxX10Xx, 4 9
S D [2 2]
| 0x20x B_x% Ix,

Theretore,

| 2 =2
o5
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Newton’s Method - Example
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To see whether or not X, is the optimum point, we evaluate

{Bf/axl} ! l—|—4x1—|—2x2} {o}
2= 1.4, = =
7 los/anfy, T -1+ 2+ 20 L, 0

As g> =0, X, is the optimum point. Thus the method has converged in one iteration
for this quadratic function.
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