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Optimality Criteria

. Direct Search Methods

* Nelder and Mead (Simplex Search)
« Hook and Jeeves (Pattern Search)
* Powell’s Method (The Conjugated Direction Search)

0 Gradient Based Methods

* Steepest Descent (Cauchy’s) Method

 Newton’s Method

 Modified Newton’s Method

* Marquardt’s Method

« Conjugate Gradient Method

*  Quasi-Newton Method

*  Trust Regions

* Gradient-Based Algorithm

*  Numerical Gradient Approximations
-



Gradient Based Methods {

Gradient of Function

G, /4
% — 5
a.m wmm“%

The gradient of a function is an n-component vector given by

raf/a-“l |
df/dx2
V=41 .

nxl

0f/0xn
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Steepest Descent (Cauchy’s) Method €
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1. Start with an arbitrary initial point X,. Set the iteration number as ;i = 1.
2. Find the search direction S; as

Si =—Vfi=-ViX)
3. Determine the optimal step length 17 in the direction S; and set
Xit1 =Xi +1;8: =Xi — AV i

4. Test the new point, X; ;. for optimality. If X; ., 1s optimum, stop the process.
Otherwise, go to step 5.

5. Set the new iteration number / =/ + 1 and go to step 2.

—
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Steepest Descent (Cauchy’s) Method ()
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Minimize X1.X0) = X1 — X» +2x% 4+ 2x1x> 4+ x2 from the startine
1, A2 1 2 1 142 2 S

point X; = {g}
Solution

Iteration 1

The gradient of f 1s given by
Vi— df/dx; _ 1 +4x; + 2x»
df/0x; —1 4+ 2x1 4+ 2x>
1

Si=—Vfi= {_}}

Therefore.

—
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Steepest Descent (Cauchy’s) Method €
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Therefore,
—1
Sl = —Vfl - { 1}

To find X, we need to find the optimal step length A7. For this, we minimmize f(X; +
AS)) = f(—A, ) = )\f — 2A; with respect to ;. Smce df/di; =0 at A] =1, we

obtain
0 —1 —1]

As VL5 =Vr5iX,) = { i} = {g} , X5 1S not optimum.
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Steepest Descent (Cauchy’s) Method (2
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Iteration 2

S =-Vfh= {}I

To minimize
FXo+2282) = f(—14 2,14 15)

=503 —2h — 1

we set df/diy = 0. This gives 1S = % and hence

- e [=11 1f1] [-08
XS—Xz“‘zSz—: 1}+§{1}"“ 1.2}

: ; : 0.2
Since the components of the gradient at X3, V f3 = {_ . are not zero. we proceed

to the next iteration.
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Steepest Descent (Cauchy’s) Method €
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Iteration 3
—0.2

(X3 + A383) = £(—0.8 —0.243, 1.2 + 0.243)

2 df *
=0.0413 —0.0843 — 120, ——=0 at A =10

A3

Therefore.

= i 0B -02] [|-10
X4—X3+)\383—{ 1.2 +10 0:2] 1.4

The gradient at X, 1s given by
: —0.20
Vil = {—0.20}

O S 111CE V. f4 7 {8}. X4 1s not optimum and hence we have to proceed to the next iteration.
342022 This process has to be continued until the optimum point, X* = {_}2} 1s found. 40



Steepest Descent (Cauchy’s) Method e

3 NIT-PATNA /&
= y \9@

Convergence Criteria: The following criteria can be used to terminate the iterative
process.

1. When the change in function value in two consecutive iterations 1s small:
fXiy1) — f(Xi)
f(Xi)

2. When the partial derivatives (components of the gradient) of f are small:

daf
0x;

= €

<&, 1=1,2,....n

3. When the change 1n the design vector in two consecutive iterations 1s small:

Xit1 — Xi| < &3
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